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Our goal is to turn transformative ideas into solutions for the nation

We are multi‐sponsor FFRDCs, managed by NNSA
Responding to the needs of the Nation
Anticipating the future
Delivering solutions

To do this we…
Are trusted partners with our sponsors

— Free of conflicts of interest, real or perceived
— Objective
— Technically excellent

Provide enduring focus on enduring issues in national security
Leverage our multidisciplinary capabilities across all of science and 
engineering to deliver innovative solutions
Invest in the future
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Lawrence Livermore’s Mission Statement:
Our mission is to strengthen the United States’ security 
through the development and application of world‐class 
science and technology to: enhance the nation’s defense; 
reduce the global threat from terrorism and weapons of 
mass destruction; and, more broadly, respond with vision, 
quality, integrity, and technical excellence to scientific issues 
of national importance.
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“Your mission is to make the Nation safer.”
— George P. Shultz
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FY12 $1.6 billion

FY12 $2.2 billion

FY12 $2.4 billion
(all sites combined)

Presenter
Presentation Notes
LANL: The Laboratory was established in 1943 as site Y of the Manhattan Project for a single purpose: to design and build an atomic bomb.
It took just 20 months. On July 16, 1945, the world's first atomic bomb was detonated 200 miles south of Los Alamos at Trinity Site on the Alamogordo bombing range. Under the scientific leadership of J. Robert Oppenheimer and the military direction of General Leslie R. Groves, scientists at the Laboratory had successfully weaponized the atom.



SNL: Hatley Rowe, technical advisor to Oppenheimer, is also accredited with the founding of SNL. However, I can not find a photo of him. SNL is currently looking for one.

"A few months prior to the successful completion of the Trinity Project (detonation of the first atomic bomb) and of the Alberta Project (delivery of the first airborne atomic weapon), J. Robert Oppenheimer, Director of LASL, and his technical advisor, Hartly Rowe, began looking for a new site convenient to Los Alamos for the continuation of weapons development, especially in its nonnuclear aspects. They felt that a separate division would be best to fulfill these functions."
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Lawrence Livermore National Laboratory
Livermore, California

4

Established in 1952
Approximately 7,300 employees
7.4 million gsf, 677 facilities
Annual federal budget: ~ $1.6B (~$160M IR&D)

Experimental Test Site
(11 miles2 near Tracy, CA) 

*as of 10/01/12
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Our diverse staff allows us to tackle a myriad of complex challenges

LLNL has broad, multidisciplinary teams

5

35%

19%
14%

6%7%
4%

15%
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Each year the Lab Directors assess the 
safety, security, and reliability of the 
stockpile 

The Stockpile Stewardship Program has 
successfully maintained the nuclear 
deterrent in the absence of nuclear testing 
since 1992

High level objectives include:

- Meet the immediate needs of the stockpile –
continually assess the stockpile to ensure design 
intent is maintained

- Transform the stockpile consistent with U.S. 
policy – maintain confidence, improve warhead 
safety and security, and enable hedge stockpile 
size reduction

- Strengthen ST&E to support the stockpile and 
broader nuclear security needs

Our core mission

6

Stockpile Stewardship 
Program 
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Scientific Stockpile Stewardship implies a broad set 
of scientific capabilities
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NIF explores regions 
of energy, temperature, 
and material science that 

occur in an operating 
nuclear weapon

192 pulsed laser beams
Energy: 1.855 MJ
Power: 523 TW
350,000 m3 building
8,000 large optics
30,000 small optics
60,000 control points
U.S. vendors: 3,241
U.S. contracts: 12,847
U.S. total: $2,071,190,352

523 terawatts – 1,000 times more than the
United States uses at any instant in time.

8

Presenter
Presentation Notes
UPDATE: TW and MJ numbers have been updated as of 9/20/12
Fifteen years of work by the Lawrence Livermore National Laboratory's National Ignition Facility (NIF) team paid off on July 5 with a historic record-breaking laser shot. The NIF laser system of 192 beams delivered more than 500 trillion watts (terawatts or TW) of peak power and 1.85 megajoules (MJ) of ultraviolet laser light to its target. Five hundred terawatts is 1,000 times more power than the United States uses at any instant in time, and 1.85 megajoules of energy is about 100 times what any other laser regularly produces today.
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LLNL’s Sequoia supercomputer ranked as 
world's fastest by Top 500 Supercomputers

9

Presenter
Presentation Notes
Clocking in at 16.32 sustained petaflops (quadrillion floating point operations per second), Sequoia earned the No. 1 ranking on the industry standard Top500 list of the world's fastest supercomputers released Monday, June 18, at the International Supercomputing Conference (ISC12) in Hamburg, Germany.
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Energy and 
Environmental Security

International and 
Domestic SecurityNuclear Security

Basic Science Engineering Computation
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The Laboratory’s scientific and technical capability
is supported principally by DOE/NNSA

Non Federal
$33M

Weapons
Activity

DOE Science 
& Energy

Nonproliferation

Homeland 
Security

Safeguards
& Security

Department 
of Defense

LLNL
Annual
Budget

LLNL’s annual budget reflects our national 
security focus 

~60% Stockpile
~40% Other National Security

Presenter
Presentation Notes
PARNEY: this was removed because it shows that CPUC will double our Non-Federal dollars.
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Defense
Directed Energy • IEDs • ISR • Munitions

12

Presenter
Presentation Notes
Defense in FY09 $39M (GS only, excludes intelligence), projected to $57M in GS in 3 yrs
 
Our plays are in:
Advanced conventional munitions: MK82 and beyond ($10M -> $47M in 16 mo)
Improvised explosive device detection and modeling: JIEDDO + under + side detection IED), intel tools to exploit networks  - $23M at JIEDDO for review 5 mo(?)
Advanced directed energy weapons: DPAL – Diode Pumped Alkalide Laser – MDA -$10M
Cyber (will talk about next)
 
Pictures are: 
Former Air Force intern holding a MK82 composite case: the key to this technology is the combination of the physics package inside the warhead and the carbon fiber case to provide low (tunable) collateral damage
Laser blowing a hole through a piece of metal (representative of a missile case)
LLNL’s Ultra-Wide-Band Team successfully completing go/no-go test for underbelly IED detection. More than half the fatalities in Afghanistan and Iraq are the result of IEDs, with more than 1 fatality per day in Afghanistan last month. LLNL detection work directly addresses the IED problem
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Ground‐based nuclear explosion monitoring efforts 
advance the capabilities to detect, locate, and 
identify nuclear explosions

13

Advanced modeling using high performance computing

Regional Seismic Wave
Propagation

Seismic Magnitude
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t Explosion

Other events

Identification

Result using RSTT Traditional Result

Event Location

Seismic Source Modeling
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LLNL is developing remote sensing instruments 
and algorithms for proliferation detection

14

Airborne

Ground‐based

Wide‐angle 
airborne 
video

Data reduction and analysis tools
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Biosciences at LLNL has a long history

1970’s 1980’s 1990’s 2000’s

FISH 
Chromosome 

Painting

Automated Cell 
Sorting

Human Genome 
Project

High 
Performance 
Simulations

Radiation 
Effects

1960’s

Lawrence Livermore National 
Laboratory
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We compare Genomes and Proteomes to find 
conserved or unique regions useful for 
designing diagnostics and forensics

We augment open-source tools as needed to push the state of the art

2gff_A
2gff_B

2omo_G
2omo_D
2omo_B
2omo_H
2omo_C
2omo_A
2omo_E
3bm7_A
2omo_F
1y0h_B
1y0h_A
1z7v_B
1x7v_C
2bbe_A
1x7v_A
2fb0_A
1tuv_A
1r6y_A

2pd1_B
2pd1_C
2pd1_D
2pd1_A
1q8b_A

V6 E32 G34 E64 H66PDB

0.00 100.00 100.00
0.55 100.00 99.75
0.77 47.42 98.86
0.70 47.42 98.70
0.81 47.42 98.54
0.83 47.42 98.45
0.80 47.42 98.45
0.90 47.42 97.90
0.99 47.37 95.62
1.03 10.95 95.40
0.97 47.87 94.50
1.13 20.00 94.42
1.14 20.00 94.41
1.40 25.81 91.38
1.40 25.81 90.64
1.49 19.15 90.55
1.47 25.81 90.55
1.21 24.18 89.47
1.57 15.22 86.96
1.60 15.22 86.68
1.83 17.02 86.19
1.77 17.02 86.15
1.79 17.02 85.96
1.81 17.02 85.89
1.75 21.18 79.77

RMSD Seq_I
D

LGA_S

Assess countermeasure effectiveness 
by molecular modeling of protein‐
protein and receptor‐agent 
interactions 

Presenter
Presentation Notes
HPC enables bioinformatics analysis of genomes and computational biological modeling of proteins and interactions

With bioinformatics, we are able to determine unique areas of the genome for forensics, analysis, and detection.

HPC processing allows us to attempt modeling of ~4,000 protein structures from one bacterial genome in about 24 hours. (the figure at the top right shows one view of a model of one protein with 2 components.)

We can do comparisons across several genomes (the figure at bottom right) to focus on differences and similarities in equivalent proteins to find regions that may indicate the difference between virulent and avirulent forms. (The 5 shaded regions in the lower right highlight such regions in one protein that is compared across 20+ genomes). These may define detection signature targets or countermeasure targets.

With computational biology, we model how molecules will interact (upper right); for example, to virtually screen potential drug libraries, we have molecularly docked a 1 million compound library in 8 hours on 328 nodes (2624 cores) on Atlas.  We would like to molecularly screen 8 million compounds at a time.  The ability to screen molecules quickly allows us to start designing new countermeasure/therapeutics. 

The computer configuration needs for molecular simulation are very similar to needs other major programs in the lab, such as the seismic work that I will talk about.
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HPC was used to develop the 400,000 DNA probes  
that are on this microbial detection microarray

Microarray with 388K probes

Microarrays allow very rapid 
detection of every virus, 
bacteria, fungus, and 
protozoa that has been 
sequenced or is closely 
related to something that 
has been sequenced

Presenter
Presentation Notes
Microarrays allow precise detection of specific short regions of DNA.  Many hundreds of thousands of HPC CPU-hours were used to analyze DNA to create the LLNL microarrays, performing multi-resolution comparisons over several billion bases of bacterial and viral sequence data. Performing a Bayesian analysis of the results of the 400,000 DNA probes on one array requires results from a calculation of prior probabilities that also required several hundred thousands of HPC CPU-hours.

Ironically, these computations helped to point out that many biological computations require more real memory per node than are required for the bulk of our physics codes. This is because most bioinformatics computations are not direct analogues of mesh/grid calculations. Steps are underway to ensure that our biological computations will have access to adequate HPC configurations.

We also have developed a 2.1 million probe array for microbial detection – bottom line: very rapid detection of every virus, bacteria, fungus, and protozoa that has been sequenced or is closely related to something that has been sequenced

We have developed the 400k microarray for virulence detection, genetic engineering, and antibiotic resistance – bottom line: the only rapid technology for detecting genetic engineering

We have developed microarrays for forensic analysis of all the threat agents using single nucleotide polymorphisms - bottom line: strain ID in ~24 hr
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Computational drug design is being used to make 
new antibacterials

Lawrence Livermore National 
Laboratory
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The Laboratory provides 24/7 operational capabilities
for the nation

19

National Atmospheric 
Release Advisory Center

Forensic
Science Center

Counterproliferation
Analysis & Planning

System

Biodefense
Knowledge Center

Presenter
Presentation Notes
Fukushima: ON March 11, 2011, an earthquake of historic proportions unleashed its 9.0-magnitude destructive power on the northeast coast of Japan, triggering a devastating tsunami that turned cities to rubble and claimed thousands of lives. Soon the news got even worse: Japan found itself on the brink of a major nuclear crisis after a 14-meter (45-foot) wave struck the Fukushima Dai-ichi Nuclear Power Plant complex. The plant itself survived, but electrical power to cool the reactors was lost and backup generators were damaged. The resulting heat buildup in reactor cores and in spent fuel pools then led to the release of radioactive materials. Livermore’s National Atmospheric Release Advisory Center (NARAC) was activated on March 11 to provide top governmental authorities and emergency response teams both in the U.S. and Japan with daily meteorological forecasts and atmospheric dispersion predictions. The center’s analyses provided scientifically based guidance that was used in making decisions affecting U.S. citizens in Japan, including the potential need for evacuation, sheltering, or iodine administration. Based in part on NARAC projections and Nuclear Regulatory Commission (NRC) guidance, on March 16, the U.S. Department of State advised American citizens living within 80 kilometers of the damaged nuclear power plant to evacuate or take shelter indoors. Factors such as weather and wind direction were cited by the embassy as key reasons for this recommendation.

Deep Water: The Laboratory’s contributions to the response involved a short-term atmospheric modeling effort and a longer effort to provide technical capabilities and peer review to the U.S. Coast Guard–led endeavor to plug the leak. The Department of Homeland Security’s Interagency Modeling and Atmospheric Assessment Center (IMAAC) provided plume predictions of the April 23 fire on the Deepwater Horizon oil platform. The National Atmospheric Release Advisory Center at Livermore, which serves as the IMAAC operations hub, forecast the particulates that might be released from planned surface-oil test burns—one of several methods used to remove spilled oil from the Gulf. The center predicted the extent of particulate dispersal and the areas in which air-quality standards might be exceeded.

More examples of major responses:
3-mile island
Chernobyl
Tire fire
Iceland volcano
Katrina
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Presenter
Presentation Notes
East Coast emergency responders assisting people in the wake of Hurricane Sandy are receiving a helping hand from LLNL's web-based Homeland-Defense Operational Planning System (HOPS).��The HOPS program provides standardized Geographic Information System-based planning and operational tools along with numerous layers of U.S. critical infrastructure information that can be used to make assessments by federal, state, regional, local and tribal emergency responder agencies.��Currently, about 1,000 users, including federal, military, state, county and city emergency operations centers use HOPS services. During the past two days, the HOPS team has provided critical infrastructure information and technical reachback services to the Pennsylvania National Guard and a number of East Coast emergency response agencies in coordination with Department of Homeland Security (DHS) geospatial information exchange managers.��The HOPS program incorporates the Homeland Security Infrastructure Program data base, which includes infrastructure information for the entire United States. This includes, for example, flood and inundation zones, locations of electrical and other utility services, public health and safety information such as hospitals, the location of emergency services and shelters, police and fire stations, and even agricultural operations, from dairy farms to orchards.��"We received a call from our federal sponsor, the National Geospatial-Intelligence Agency (NGA), on Monday to provide our services to emergency responders for Hurricane Sandy," said Craig Wuest, the Lab's HOPS leader. "Their decision was made, in part, because Washington, D.C. was largely shut down Monday and Tuesday."��During the past 18 months, the HOPS program has been expanded and upgraded to include some 500 layers of U.S. infrastructure information, some of which are being used to assist emergency responders with Hurricane Sandy.��"We now have a much richer data set that can be applied for sites that have major population centers or hazards, and can help emergency responders deal with major events, from earthquakes and hurricanes to terrorist attacks," Wuest said.��"Since it's Web-based, as long as you have Internet access, different agencies can receive and share information, and quickly update information for their responses," Wuest added.��While this is the first time that the LLNL HOPS program has been operated for a large-scale hurricane, the Livermore system has been used for wild land fires in Colorado and California during the past year.��HOPS also contains an information inventory of more than 1,000 toxic substances and provides details about how the substances affect people, along with treatment methods and cleanup.��First announced in 2002, the HOPS program was originally developed as an analysis tool to assist government agencies in preventing and mitigating terrorist attacks. It was used to model buildings, stadiums, convention centers and landmarks, providing assistance in developing vulnerability assessments and emergency response plans.��HOPS was used in 2000 to assist the Los Angeles County Sheriff's Department in planning for the Democratic National Convention and to support the California National Guard for security during the 2002 World Series. More recently, the HOPS team partnered with the Oklahoma National Guard to provide a vulnerability and risk assessment for Boone Pickens Stadium at Oklahoma State University. 
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Anticipate, innovate and deliver solutions
Answering challenging issues on a global scale

21

Innovative applied S&T —
our core contribution

National security —
our defining mission
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Lead the nation in stockpile science, innovation and 
sustainment

Be the foremost national security laboratory, anticipating, 
innovating, and delivering solutions for the nation’s most 
challenging security problems

Be the premier destination for our nation’s very best 
scientists and engineers who want to solve big challenges
in the national interest.

23
23
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We leverage High Performance Computing for 
analysis and simulation to offset risk and reduce costs

24

Understanding
complex systems

Improving understanding
of geology and weather

Improving fuel efficiency
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Campus‐like environment 
with collaborative space 

Ready access for all partners, 
including foreign nationals

Expansion of academic 
programs

Access to world‐renown
LLNL resources

25

Open Campus Attributes

Mission
Bay

Silicon Valley

I‐80 Corridor

2.5 million square feet of laboratory and office space
to accommodate up to 3000 people

A new campus is creating a venue to better engage 
U.S. industry and promote collaboration 

Tri‐Valley

Presenter
Presentation Notes
The campus is being built on 110 acres of contiguous land adjoining the southeast corner of LLNL’s main site and the northeast corner of the Sandia site. 
LLNL has invested $2.5M into LVOC
Since opening in June 2011, LVOC has has over 7000 visitors and hosted 700 events.
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LLNL has recently achieved several recent significant 
science, technology, and engineering successes

Lab study finds way
to mitigate traumatic

brain injury

Elements 114 and 116 are 
formally recognized by 

IUPAC

New desalination
technique is faster and

at a lower cost

NuSTAR will image the sky 
in the high energy X‐ray 
region of the spectrum 

“Big Green” hyperspectral
sensor in final stages of 

integration

Advancements make
possible near‐instantaneous

DNA analysis

Regional Seismic Travel 
Time (RSTT) project for 

CTBTO

LLNL gamma ray 
spectrometer orbiting 

Mercury

Presenter
Presentation Notes
Elements: 114 and 116 have formally be recognized by the IUPAC which has given credit for the discoveries to the team from Dubna, Russia and LLNL
Desalination: The new technique, called flow-through electrode capacitive desalination (FTE CD), uses new porous carbon materials with a hierarchical pore structure, which allows the saltwater to easily flow through the electrodes themselves. Flowing through the electrode allows for several significant advantages relative to traditional flow between systems, including faster desalination, more salt removed for each charge of the capacitor, and more energy efficient desalination. Finally, flow-through can be used with a thinner separator as the separator is no longer a flow channel, therefore reducing the overall and electrical resistance of the device, which further decreases costs.The research appears in issue 10 of Energy & Environmental Science. 
Brain injury:Researchers Willy Moss and Mike King have found that soldiers using military helmets one size larger and with thicker pads could reduce the severity of traumatic brain injury from blunt and ballistic impacts. Results from ALE3D code (used to model fluid flow and elastic–plastic responses to shocks). 
NuSTAR: NuSTAR will deploy the first focusing telescopes to image the sky in the high energy X-ray region of the spectrum. NuSTAR will be hundreds of times more sensitive than any previous hard X-ray instrument, which will greatly improve image resolution. It will orbit Earth at an altitude of about 600 kilometers for three years, allowing researchers to take a census of black holes. They hope to measure both the rate at which black holes aregrowing and the accretion rate at which material has fallen into black holes over time.
Mercury orbit: Messenger Mission - LLNL-developed Ge based gamma spectrometer will help determine the elemental and mineral composition of Mercury’s surface.
DNA Analysis: PCR is an indispensible technique in medical and biological research laboratories around the world. It allows researchers and clinicians to produce millions of copies from a single piece of DNA or RNA for use in genome sequencing, gene analysis, inheritable disease diagnosis, paternity testing, forensic identification, and the detection of infectious diseases. LLNL’s device achieves its extremely fast thermal cycling through the use of a porous material and a thin-film resistive heater, making possible heating and cooling rates of 45 degrees Celsius per second, for a thermal cycle speed of less than 2.5 seconds. "This device is unique in that it cools as fast as it heats,�The standard approach to PCR typically takes about an hour, which is a vast improvement over pre-PCR techniques that required days. However, PCR for point-of-care, emergency-response or widespread monitoring applications needs to be faster still -- on the order of a few minutes.
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